ECHO Degraded Service Event
Event Period: 	03/06/13 6:00-7:39pm EST and 03/07/13 2:30-3:30pm EST
System(s) Affected: 	
· Operations
Product(s) Affected: 	
· Catalog Rest API
· SOAP API
· Open Search API
· Reverb 
Executive Summary: 
Concurrent hits on the catalog-rest query metrics endpoint caused a performance hit severe enough to lock up all our catalog-rest nodes in Operations preventing access to new queries.
Detailed Summary:
The two operational outages were the result of concurrent calls to the query metrics API causing high load eventually causing TorqueBox cluster communication issues requiring a restart of all nodes in the cluster.  The root cause appeared to be CPU utilization spiking when this route is used which then causes the side effects of nodes in the cluster not being able to communicate with one another in a timely fashion. The cause of this spike is probably related to instantiating Active Record objects. This is a relatively expensive operations and, depending on how many results are returned by the query, it can attempt to instantiate a large number of objects.
Timeline:
· 03/06/13 6:00pm EST – Uptrends and Nagios alerts triggered from multiple kernel nodes.
· 03/06/13 6:00pm EST – Rolling restart of affected nodes executed.
· 03/06/13 6:30pm EST - After failing to restart failing individual nodes in a rolling fashion the whole environment was restarted.
· 03/06/13 6:50pm EST – Partial operational capacity restored.
· 03/06/13 7:39pm EST – Full operational capacity restored.

· 03/07/13 2:30pm EST – Uptrends and Nagios alerts triggered from multiple kernel nodes.
· 03/07/13 2:40pm EST – Environment restart executed.
· 03/07/13 2:50pm EST – Partial operational capacity restored.
· 03/07/13 3:30pm EST – Full operational capacity restored.
Associated Tickets/NCRs: 
· ECHO_Ops_NCR 11013674 – Query metrics retrieval causing operational outage
Future Mitigation: 
Until the resolution of NCR 11013674 is deployed to Operations the Operations group will undertake the only invocation of the query metrics resource during metrics gathering for the DSR. This will occur every Monday morning. It should be noted that Operations have been using this endpoint for gathering metrics for several months, and the outages have not occurred as long as we gather metrics serially. Also note that this endpoint cannot be executed without operational credentials.
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